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Overview



What will happen when the Control Systems are hit with malware/ransomware?

WannaCry(pt) Ransomware



IP Viking

http://map.ipviking.com/



Shodan – Distech Search

HTTP/1.0 401 Unauthorized 
WWW-Authenticate: Digest realm="Niagara-Admin", qop="auth", algorithm="MD5", 
nonce="UvdraWNmNDAwNjE1ODc4NzBhYTc5NjMyYzlkYTk3NTg1ZDQy" 
Content-Length: 56 
Content-Type: text/html 
Niagara-Platform: QNX 
Niagara-Started: 2013-8-3-4-11-32 
Baja-Station-Brand: distech
Niagara-HostId: Qnx-NPM2-0000-12EA-FDCC 
Server: Niagara Web Server/3.0 



Non-Traditional IT 
• Logistics
• Fuel 
• Facilities
• Medical
• Manufacturing
• Maintenance
• Infrastructure

UNCLASSIFIED

245 = Avg # Days Undiscovered Adversary
DHS ICS CERT 



OT IP Based Controllers Are in Everything



ASD EI&E Memo 31 Mar’16

• Affirms "the system owners/operators are 
accountable for the system’s operational resilience and 
defense posture, to include cybersecurity and are 
responsible for securing their IT networks, systems and 
devices"

• Directs “staffs develop plans identifying the goals, 
milestones and resources needed to identify, register, 
and implement cyber security controls on DoD facility-
related Control Systems under your cognizance”

• Prioritize implementing cybersecurity controls on most 
critical facility-related control systems by end FY19 

ONLY Applies to Facility-Related Control Systems

Plans received Feb’17
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Congressional Focus on Control Systems (1)
NDAA 17 SEC. 1650. Evaluation of Cyber Vulnerabilities of DoD Critical 
Infrastructure 

NLT June 30 ’17 SECDEF, via a covered research laboratory, shall initiate a pilot 
program to shall assess feasibility and advisability of applying new, innovative 
methodologies or engineering approaches at 2+ installations supporting critical 
mission-essential functions:
(A) improve the defense of control systems against cyber attacks;
(B) increase the resilience of military installations against cybersecurity threats;
(C) prevent or mitigate the potential for high-consequence cyber attacks; and
(D) inform future requirements for the development of such control systems.

NDAA 17 SEC. 1644. (c) Joint Standard for Protection of Control Systems
NLT June 30 ‘17, SECDEF shall issue a joint training and certification standard 

for the protection of control systems for use by all cyber operations forces within 
DoD. 
(1) provide for applied training and exercise capabilities; and
(2) use expertise & capabilities from other departments and agencies of the FedGovt



Congressional Focus on Control Systems (2)
NDAA 17 Report 114-255 TITLE XXVIII—Military Construction General Provisions 

DoD transitioning to smart buildings, higher connectivity enables increased 
vulnerabilities, provide report NLT 30 June ‘17 that:

1) Delineates risks inherent in control systems and networks, and the potential 
consequences associated with a system compromise through a cyber event; 

2) Assesses current vulnerabilities to cyber attack initiated through Industrial 
Control Systems (ICS) at DoD installations worldwide, for the purpose of 
determining risk mitigation actions for current and future implementation; 

3) Proposes a common, Dept wide implementation plan to upgrade and improve 
the security of control systems and networks to mitigate identified risks; 

4) Assesses DoD military construction directives, regulations, and instructions 
require the consideration of cybersecurity vulnerabilities and cyber risk in 
preconstruction design processes and requirements development processes for 
military construction projects; 

5) Capabilities of USACE, NAVFAC, AFCEC, and others to identify and mitigate full-
spectrum cyber-enabled risk to new facilities and major renovations. 



Military Personnel
Research, Development, Test and Evaluation 
Procurement
Operations and Maintenance 
Defense Working Capital Fund

.

CYBERSECURITY
BUDGET INCREASES AS

THE PRIORITY
INCREASES

2017
$2B

requested for
cybersecurity
procurement
and RDT&E

MILPER:
RDTE: 
PROC: 
O&M: 
DWCF:

DoD FY17 PB Request for Cybersecurity Overall



Embracing Silicon Valley Crowdsourcing:
“Bug Bountys” Will Control Systems ICS be Next?

Cost: $175K  vs. Typical Contractor $1M 

24 days



ESTCP RMF FRCS Guidance and Templates

https://www.serdp-estcp.org/Investigator-Resources/ESTCP-
Resources/Demonstration-Plans/Risk-Management-Framework-RMF-Cybersecurity-
Guidance-and-Templates



http://www.wbdg.org/resources/cybersecurity.php

WBDG Cybersecurity Resource Page



Client-Server and Cloud Architectures

Traditional FRCS Client-Server Architecture
• Vast majority of FRCS are organization owned client-server architecture
• Systems can last 15-20 years
• Probably 80% or more of the legacy systems are running Windows 95, XP, CE
• Many have hardcoded passwords or no passwords at device level
• Level 4 servers and workstations can be virtualized, and some Level 3 FPOC’s 

controllers can support some logging

Cloud Architectures
• Smart buildings/cities are moving to cloud architectures at a rapid pace
• Manages the building functions, energy, tenant data very efficiently
• Controllers still need to be in the Levels 3-0 physical space; Level 4 can be in 

cloud space
• Cloud security is typically much better than organization owned client-server 

architecture; they follow NIST RMF, conduct continuous monitoring, multi-
factor authentication can be enabled

• If network connectivity is lost, controllers default to safe mode



Tridium Architecture



Johnson Controls Architecture



System & Terminal Unit Controllers, Actuators 

Valve Actuator Valve Actuator Pressure Sensor Temperature Sensor

VAV

JACE

L-switch

Field Server iLon Smart Server

BAS Remote Server

Analog voltage, resistance, current signal is converted to digital and then IP



Control System Protocols (1)
Internet Protocols
• IPv4 and IPv6
• Transmission Control Protocol (TCP)
• User Datagram Protocol (UDP)
• Hypertext Transfer Protocol (HTTP) - Port 80
• Hypertext Transfer Protocol Secure (HTTPS) - Port 

443
• Simple Mail Transfer Protocol – Port 587

Open Control Systems Protocols
• Modbus: Master/Slave - Port 502
• BACnet: Master/Slave - Port 47808
• LonWorks/LonTalk: Peer to Peer - Port 1628/29
• DNP3: Master/Slave - Port 20000
• IEEE 802.x - Peer to Peer
• ZigBee - Peer to Peer
• Bluetooth – Master/Slave
• HART: Peer to Peer – Port 5094

Proprietary Control 
Systems Protocols
• Tridium NiagraAX/Fox
• Johnson Metasys N2
• OSISoft Pi System
• Many others…



Control System Protocols (2)

Control systems are fundamentally 
different than IT
• Can be based on Master and Slaves 

or Peer to Peer
• Slaves have Registers and Coils
• Devices use several different 

programming languages to perform 
operations

• Not originally designed for security or 
encryption

Master = Client : sends requests for 
values in the address
Slave = Server : replies with data
Registers and Coils = memory locations

Typical file extensions:
*.ACD
*.CXP
*.ESD
*.ESX
*.LDA
*.LCD
*.LDO
*.LCX
*.plcproject
*.PRJ
*.PRT
*.RSP
*.QXD
*.SCD



Attack Processes

SANS Process
• Reconnaissance
• Scanning
• Intrusion Detection System (IDS) 

evasion
• Network-Level attacks
• Gathering and parsing packets
• Operating System and 

application-level attacks
• Netcat: The attacker's best friend
• Password cracking
• Web application attacks
• Denial of service attacks
• Maintaining access
• Covering the tracks

http://www.sans.org/course/hacker-
techniques-exploits-incident-
handling

Root9b Process (Advanced 
Workshop)
• Footprinting
• Scanning
• Enumeration
• Network Mapping
• Gaining Access
• Privilege Escalation
• Post Exploitation
• Target Survey & Remote 

Forensics Analysis 
• Cover Tracks (cleanup)
• Data Collection
• Rootkit (aka Backdoor, aka 

Implant, aka Persistence)
• Computer Network Attack



Footprinting: This is the process of conducting target analysis, identification, 
and discovery; typically through the use of open source tools. This includes 
dumpster diving, social engineering and the use of utilities such as web-search 
hacking, traceroutes, pings, network lookups, etc. 

Scanning: This step will take the findings from footprinting and begin to drill-down 
a bit further. In a traditional sense, this step includes port scanning, OS 
identification, and determining whether or not a machine is accessible.

Enumeration: This is the phase where you further interrogate specific services to 
determine exact operating systems, software, etc. Normal enumeration 
techniques include searching for network share information, specific version 
of applications running, user accounts, SNMP traffic, etc.

Network Mapping: This step is exactly as the name implies, laying out an 
illustration of the targeted network. This includes taking all available resources 
(logs, target surveys, etc) to create a visualization of the target environment. 
This often looks different from the exploiters perspective then from the Admin’s 
perspective. Depending on the scope of activities being conducted this step may 
or may not be necessary.

Attack Sequence (1)



Gaining Access: This step is the exploitation process. Basically, this is gaining 
access to the machine or the network by a client-side exploit, insider 
threat, supply interdiction attack, or remote exploitation opportunity. This 
could be conducted via spear-fishing attacks, buffer overflows, embedded 
device exploitation, credential masquerade attacks, etc. 

Privilege Escalation: Depending on the exploitation opportunity which was 
used the attacker may need to elevate privileges to a different user. There are 
various different scenarios in which the attacker will need to use this procedure. 
Typically, this is conducted through the use of a local exploit opportunity in 
order to gain root or system-level privileges – the highest possible user.

Attack Sequence (2)



Post Exploitation: This step is really a compilation of many steps and is 
dependent upon the objective of the mission. This step could include any 
combination or all of the following examples; 

 Target Survey & Remote Forensics Analysis
 Cover Tracks (cleanup)
 Data Collection
 Rootkit (aka Backdoor, Implant, Persistence)
 Computer Network Attack (the 6 D’s)

 Disrupt 
 Deny 
 Degrade 
 Deceive 
 Destroy
 Delay

Attack Sequence (3)



Target Survey & Remote Forensics Analysis: This step is to conduct 
analysis on the target machine for potential security mechanisms, files, or users 
which could either assist in obtaining the objective or harm the assessment. 
This is the process of analysing the targets operating environment. 

Cover Tracks (cleanup): This step is the process of removing any 
forensically relevant residue that was left behind as the result of 
exploitation or presence. This is one of the most important steps that a 
hacker can perform to maintain stealth. This is often one of the most 
important opportunities for defenders to profile an attacker.

Data Collection: The attacker is in the network to perform some activity.  
Usually, this is not to show Cyber prowess, but instead to extract as much 
data as possible.  Network traffic analysis is key during this phase.

Rootkit (aka Backdoor, aka Implant, aka Persistence): This step is the 
process of installing an application, hooking the kernel, or laying down 
some mechanism which allows the attacker to maintain continued access 
to the host or network. If the implant is well designed, the attacker can live in 
your network for extended periods of time. 

Attack Sequence (4)



Computer Network Attack. In this step the attacker has already identified the 
network as a target of opportunity and has identified plans to launch an attack. 
This attack could be remote or local in nature and could come from already 
established access or with no access to the targeted environment. The attacker 
will typically identify core and vital network processes and perform various 
attacks to disrupt, deny, degrade, destroy, or deceive their “adversary.” 

The most sophisticated attackers would likely obtain access to the target 
environment. After obtaining access to the critical infrastructure, techniques will 
be utilized to achieve the 6D’s of Computer Network Attack. 

Attack Sequence (5)



http://ics-cert.us-cert.gov/content/overview-cyber-vulnerabilities

Control System Vulnerabilities



Control System Exploitation Vectors

Access to the Control System LAN
• Common Network Architectures
• Dial-up Access to the RTUs
• Vendor Support
• IT Controlled Communication Gear
• Corporate VPNs
• Database Links
• Poorly Configured Firewalls
• Peer Utility Links

Discovery of the Process
• Details of how the process is implemented to surgically attack it
• Find the points in the data acquisition server database and the HMI 

display screens

Control of the Process
• Sending Commands Directly to the Data Acquisition Equipment
• Exporting the HMI Screen
• Changing the Database
• Man-in-the-Middle Attacks



Sending Commands Directly

The easiest way to control the process is to send commands directly to the data 
acquisition equipment. Most PLCs, protocol converters, or data acquisition 
servers lack even basic authentication. They generally accept any properly 
formatted command. An attacker wishing control simply establishes a 
connection with the data acquisition equipment and issues the appropriate 
commands.



An effective attack is to export the screen of the operator's HMI console back to 
the attacker (see Figure 14). Off-the-shelf tools can perform this function in both 
Microsoft Windows and Unix environments. The operator will see a "voodoo 
mouse" clicking around on the screen unless the attacker blanks the 
screen. The attacker is also limited to the commands allowed for the currently 
logged-in operator. For instance, he probably could not change the phase tap on 
a transformer.

Exporting the HMI Screen



Changing the Database

In some, but not all, vendor's control systems, manipulating the data in the database 
can perform arbitrary actions on the control system 



Man-in-the Middle Attacks

Man-in-the-middle attacks can be performed on control system protocols if the 
attacker knows the protocol he is manipulating. An attacker can modify 
packets in transit, providing both a full spoof of the operator HMI displays 
and full control of the control system (see Figure 16). By inserting 
commands into the command stream the attacker can issue arbitrary or 
targeted commands. By modifying replies, the operator can be presented with 
a modified picture of the process.



Defending – DHS Recommended Practices



1. Security policies. Security policies should be developed for the control 
systems network and its individual components, but they should be reviewed 
periodically to incorporate the current threat environment, system 
functionality, and required level of security. 

2. Blocking access to resources and services. This technique is generally 
employed on the network through the use of perimeter devices with 
access control lists such as firewalls or proxy servers. It can be enabled on 
the host via host-based firewalls and antivirus software. 

3. Detecting malicious activity. Detection activities of malicious activity can be 
networked or host-based and usually require regular monitoring of log 
files by experienced administrators. IDS are the common means of 
identifying problems on a network, but can be deployed on individual hosts as 
well. Auditing and event logs should be enabled on individual hosts when 
possible. 

Five Key Countermeasures (1)



4. Mitigating possible attacks. In many cases, vulnerability may have to be 
present because removal of the vulnerability may result in an inoperable or 
inefficient system. Mitigation allows administrators to control access to 
vulnerability in such a fashion that the vulnerability cannot be exploited. 
Enabling technical workarounds, establishing filters, or running services and 
applications with specific configurations can often do this. 

5. Fixing core problems. The resolution of core security problems almost 
always requires updating, upgrading, or patching the software 
vulnerability or removing the vulnerable application. The software hole 
can reside in any of the three layers (networking, operating system, or 
application).

Five Key Countermeasures (2)



NIST SP 800-53 Rev 4 May 2013

This publication provides a catalog of 
security and privacy controls for federal 
information systems and organizations and 
a process for selecting controls to 
protect organizational operations 
(including mission, functions, image, and 
reputation), organizational assets, 
individuals, other organizations, and the 
Nation from a diverse set of threats 
including hostile cyber attacks, natural 
disasters, structural failures, and 
human errors (both intentional and 
unintentional). The security and privacy 
controls are customizable and 
implemented as part of an organization-
wide process that manages information 
security and privacy risk. 



NIST SP 800-53 Rev 4 May 2013



NIST SP 800-82 Rev 2 May 2015

This document provides guidance for establishing secure industrial 
control systems (ICS). These ICS, which include supervisory 
control and data acquisition (SCADA) systems, distributed control 
systems (DCS), and other control system configurations such as 
skid-mounted Programmable Logic Controllers (PLC) are often 
found in the industrial control sectors. 

This document provides an overview of these ICS and typical 
system topologies, identifies typical threats and 
vulnerabilities to these systems, and provides recommended 
security countermeasures to mitigate the associated risks. 

800-82 Rev 2 - Appendix G ICS Overlay uses the 800-53 security controls 
and adds Supplemental Guidance:

“Instead of Screen Lock after 15 minutes of inactivity, use 2 person control”

A special acknowledgement to Lisa Kaiser, Department of Homeland Security, the 
Department of Homeland Security Industrial Control System Joint Working Group (ICSJWG), 
and Office of the Deputy Undersecretary of Defense for Installations and Environment, 
Business Enterprise Integration Directorate staff, Daryl Haegley and Michael Chipley, for 
their exceptional contributions to this publication. 



Standards - NIST SP 800-82 R2 2015

2.5 Other Types of Control Systems 

Although this guide provides guidance for securing ICS, other types of control 
systems share similar characteristics and many of the recommendations from 
this guide are applicable and could be used as a reference to protect such 
systems against cybersecurity threats. For example, although many building, 
transportation, medical, security and logistics systems use different protocols, 
ports and services and are configured and operate in different modes than ICS, 
they share similar characteristics to traditional ICS [18]. Examples of some of 
these systems and protocols include: 

Other Types of Control Systems 
• Advanced Metering Infrastructure 
• Building Automation System 
• Building Management Control System 
• CCTV Surveillance System 
• CO2 Monitoring 
• Digital Signage Systems
• etc

Protocols/Ports and Services 
• Modbus: Master/Slave - Port 502 
• BACnet: Master/Slave - Port 47808 
• LonWorks/LonTalk: Peer to Peer - Port 

1628/29
• DNP3: Master/Slave - Port 20000 
• IEEE 802.x - Peer to Peer 
• ZigBee - Peer to Peer 
• Bluetooth – Master/Slave 



Inventory
• CM-8 Information System Component Inventory
• PM-5 Information System Inventory
• PL-7 Security Concept of Operations
• PL-8 Information Security Architecture
• SC-41 Port and I/O Device Access
• PM-5  Information System Inventory

Central Monitoring
• AU-6 Audit Review, Analysis, and Reporting
• CA -7 Continuous Monitoring
• IR-5 Incident Monitoring
• IR-6 Incident Reporting
• PE-6 Monitoring Physical Access
• PM-14 Testing, Training and Monitoring
• RA-5 Vulnerability Scanning
• SC-7 Boundary Protection
• SI-4 Information System Monitoring
• SI-5 Security Alerts, Advisories, and Directives

Test and Development Environment
• CA-8  Penetration Testing
• CM-4 Security Impact Analysis
• CP-3  Contingency Training
• CP-4  Contingency Plan Testing and Exercises
• PM-14 Testing, Training and Monitoring

Critical Infrastructure
• CP-2 Contingency Plan
• CP-6 Alternate Storage Site
• CP-7 Alternate Processing Site
• CP-10 Information System Recovery and 

Reconstitution
• PE-3  Physical Access Control
• PE-10 Emergency Shutoff
• PE-11 Emergency Power
• PE-12 Emergency Lighting
• PE-13 Fire Protection
• PE-14 Temperature and Humidity Controls
• PE-17 Alternate Work Site
• PM-8 Critical Infrastructure Plan

Acquisition and Contracts
• AU-6 Audit Review, Analysis, and Reporting
• CA -7 Continuous Monitoring
• SA-4 Acquisitions
• PM-3 Information System Resources
• PM-14 Testing, Training and Monitoring

Inbound Protection, 
Outbound Detection

NIST SP 800-82 R2 Key Security Controls



NIST SP 800-53 and 800-82 Merged Ex 1

AC-1 ACCESS CONTROL POLICY AND PROCEDURES

Control: The organization: 
a. Develops, documents, and disseminates to organization-defined personnel or 
roles:
1. An access control policy that addresses purpose, scope, roles, responsibilities, 
management commitment, coordination among organizational entities, and compliance; 
and 

2. Procedures to facilitate the implementation of the access control policy and 
associated access controls; and 
b. Reviews and updates the current: 
1. Access control policy annually and 

2. Access control procedures annually.

ICS Supplemental Guidance: The policy specifically addresses the unique properties 
and requirements of ICS and the relationship to non-ICS systems. ICS access by 
vendors and maintenance staff can occur over a very large facility footprint or 
geographic area and into unobserved spaces such as mechanical/electrical rooms, 
ceilings, floors, field substations, switch and valve vaults, and pump stations.



NIST SP 800-53 and 800-82 Merged Ex 2

PE-14 TEMPERATURE AND HUMIDITY CONTROLS

Control: The organization: 
a. Maintains temperature and humidity levels within the facility where the information system 
resides at organization-defined acceptable levels with temperature and humidity levels 
within the facility where the IS resides at typically in the range of 64.4 – 80.6 degrees F;  
45% – 60% Relative Humidity;  Dew Point 41.9 ° – 59°F.; and 
b. Monitors temperature and humidity levels organization-defined frequency. 

ICS Supplemental Guidance: Temperature and humidity controls are typically components of 
other ICS systems such as the HVAC, process, or lighting systems, or can be a standalone 
and unique ICS system. ICS can operate in extreme environments and both interior and 
exterior locations. For a specific ICS, the temperature and humidity design and operational 
parameters dictate the performance specifications. As ICS and IS become interconnected and 
the network provides connectivity across the hybrid domain, power circuits, distribution 
closets, routers and switches that support fire protection and life safety systems must be 
maintained at the proper temperature and humidity.



Key RMF Documents and Plans

Key RMF Documents/Plans (for commercial/private sector most now 
required by insurance)

• System Security Plan (SSP)
• Security Assessment Report (SAR)
• Plan of Action & Milestones (POAM)
• Information Systems Contingency and CONOPS Plan (ISCP)
• Event/Incident Communications Plan (EICP)
• Event/Incident Response Plan (EIRP)
• Security Audit Plan (SAP)

Obtain/create these plans in preparation to create the TTP Jump-Kit 
Rescue CD/USB



RMF Documents Using QUICX

QUICX is a Facility Management and document management application that 
integrates facility equipment data, work orders, construction documents and 
specifications, geospatial, IT and OT network and component information

Document Management

Policy Management

Risk Management Framework

System Security Plans

Cyber System Categorization

Configuration Management

Record Documents

Design and Construction

Contract Management

Permit Process

Drawings and Specifications

Submittals

Requests for Information

Change Management

QC & Commissioning

Master Equipment List

Location List

Field Reporting

Deliverables Tracking

Inspections and Checklists

Cyber Procedures

Performance Testing

Action Lists

Transition

Transition Management

O&M Manuals

Training Facilitation

Warranty Certificates

Spare Parts/Special Tools

Operations

Life Cycle Cost Analysis

Condition Assessments

Building Controls Analytics

Cyber Risk Assessments

Cyber Continuous Monitoring



Typical Plans & Audit Logs Directory Using QUICX

An organization can use standard data drives, SharePoint, etc. to store the Plans and Audit Logs



DoD UFC 4-010-06 Cybersecurity

3-1.1 Five Steps for Cybersecurity Design. The 
five steps for cybersecurity design are: 

Step 1: Based on the organizational mission and 
details of the control system, the System Owner 
(SO) and Authorizing Official (AO) determine the 
Confidentiality, Integrity, and Availability (C-I-A) 
impact levels (LOW, MODERATE, or HIGH) for the 
control system.
Step 2: Use the impact levels to select the proper 
list of controls from NIST SP 800-82. 
Step 3: Using the DoD master Control Correlation 
Identifier (CCI) list, create a list of relevant CCIs 
based on the controls selected in Step 2. 
Step 4: Categorize CCIs and identify CCIs that 
require input from the designer or are the 
designer’s responsibility. 
Step 5: Include cybersecurity requirements in the 
project specifications and provide input to others as 
required.



DoD UFC 4-010-06 Platform Enclave

2.3 Platform Enclave. Significant portions of the control system 
resemble a standard IT system which can be implemented in a standard 
manner for different control systems, regardless of the details of the 
control system itself. This has led to the creation of the Platform 
Enclave concept, which groups the “standard IT” portions of the 
control system, plus related standard policies and procedures, into 
an entity which can be handled separately from the rest of the 
control system. In some cases this Platform Enclave will be separately 
authorized and the overall control system will have two authorizations, 
one for the Platform Enclave and one for the Operational Architecture 
which primarily covers the “non-standard IT” components of the system. 
In other cases a single authorization will be used for the entire system. 
Even in cases where a single authorization is used, however, it’s helpful 
to identify and categorize the “standard IT” portions of the control 
system. More information on the Platform Enclave approach is in 
APPENDIX D



DoD UFC 4-010-06 Appendix D

All Control Systems must connect to the Platform Enclave, and must either be 
separately authorized or fall under the type accreditation of the FRCS-PE and 
NUMCS.



Enclave Summary

Create hardware and component/device inventory of all FRCS assets
1. Run SCAP - configure to STIGS

http://iase.disa.mil/stigs/net_perimeter/enclave-dmzs/Pages/index.aspx
2. Belarc – Obtain detailed Server, Workstation, LT Level 4 inventory
3. CSET – create System Security Plan, Hardware and 

Component/Device inventory
4. GrassMarlin - Component/Device Hardware and Software / 

Firmware inventory
5. Glasswire – Network, Apps, Executables
6. Run WhiteScope and create Whitelist of FRCS firmware
7. Hash all software and firmware
8. Hash the inventory files



Cybersecurity Guideline For FRCS

Any organization can use for their FRCS

https://www.serdp-estcp.org/Investigator-Resources/ESTCP
Resources/Demonstration-Plans/Cybersecurity-Guidelines

The Cybersecurity Guideline has several key sections 
that establish new RMF contractual and deliverable 
requirements:

 Hybrid/Converged CS
 Project Roles and Responsibilities
 Requirements For Subject Matter Experts 
 Test And Development Environment and Tools
 Required Submittals
 Applicable ESTCP FRCS Templates (FAT & SAT, 

PenTest)
 Typical Sequence Of FRCS Design And 

Construction Activities



Control Systems Cybersecurity Specialist: The Control Systems 
Cybersecurity specialist shall have a minimum of five years’ experience in 
control system network and security design and shall maintain current 
certification as a Global Industrial Cyber Security Professional (GISCP) or 
Certified Information Systems Security Professional (CISSP). 

Information and Communication Technology Specialist: The 
Information and Communication Technology specialist shall have a 
minimum of five years’ experience in control system network and security 
design and shall maintain current certification as a Registered 
Communications Distribution Designer (RCDD®). 

System Integration Specialist: The System Integration specialist shall 
have a minimum of five years’ experience in control system network and 
shall maintain current certification as a Certified System Integrator 
(FRCSI) for the products they are integrating and/or be Control System 
Integrators Association (CISA) Certified. 

Cybersecurity Guideline For FRCS SME’s



TEST AND DEVELOPMENT ENVIRONMENT

For new or major modernization projects, the Systems Integrator will establish a 
Test and Development Environment (TDE) that replicates the Production 
Environment to the highest degree possible starting with the Level 4 
Workstations, Servers, software and with at least one of each of the Level 3-0 
major components, devices, and actuators. At approximately the 50-75% 
construction complete, the TDE will be used to perform Factory Acceptance 
Testing (FAT) of the project to ensure the project has end-to-end functionality, has 
been properly configured using the Security Content Automation Protocol (SCAP) 
tool and the Security Technical Implementation Guides (STIGS), all patches (OS 
and CS) are installed and properly configured, and begin creating the artifacts for 
the draft System Security Plan.

At approximately 95-100% construction complete, the TDE will be used to 
conduct Site Acceptance Testing of the complete CS, and if required, Penetration 
testing. The SAT artifacts will be included in the final System Security Plan, FMC 
and Jump-Kit (if required).

Cybersecurity Guideline For FRCS TDE



Cybersecurity Guideline For FRCS Sequence



Cybersecurity Guideline For FRCS FAT/SAT



Cybersecurity Guideline For FRCS Pen Test



Tools

Information Gathering
• Google Search and Hacking
• Google Earth
• The Harvester
• Recon-NG
• Shodan
• Costar

Network Discovery and Monitoring
• Nmap
• Snort
• Kismet
• Nessus
• McAfee
• Sophia
• Bandolier
• SCAP
• Belarc
• Glasswire

Attack and Defend Tools
• Kali Linux (Backtrack)
• SamuraiSTFU
• Wireshark
• Gleg
• Windows PowerShell
• Windows Management Information 

Console
• Windows Enhanced Mitigation Tools
• Windows Sysinternals

Assessment Tools
• DHS ICS-CERT Cyber Security Evaluation 

Tool (CSET)

Virtual Machines
• VM Player 
• Windows Hypervisor



NIST SCAP

http://scap.nist.gov/validation/index.html



DISA STIGs

http://iase.disa.mil/stigs/Pages/index.aspx



DISA SCAP



DISA SCAP Contents



DISA SCAP Results



Belarc Advisor

http://www.belarc.com/



Glasswire Firewall



Glasswire Usage

Apps, Hosts and Traffic Type



Glasswire Alerts

DNS, Executable, Version



Google Hacking Diggity Project

http://www.bishopfox.com/resources/tools/google-hacking-diggity/attack-
tools/#searchdiggity



Google Hacking Diggity Project



Kali Linux Exploitation Tools



SamuraiSTFU Applications

Developed specifically for energy sector – EPRI NESCOR



SOPHIA
Sophia is a passive, real time tool for inter-device communication discovery and 
monitoring of the active elements in various types of modern control systems to include 
Supervisory Control and Data Acquisition (SCADA) systems.

After the tool has been in place for a period of time, the user accepts this list as 
representative of the normal conversations expected from their ICS/SCADA and the 
list of conversations is established as a baseline fingerprint (whitelist) of accepted 
conversations.

Sophia monitors network traffic from which it extracts the source, destination, and port sets 
(conversations) between control system and networked components. These conversations 
are stored in real time to establish a list of conversations that are valid. Advanced three 
dimensional visualization tools provide users with an easy to understand interface to 
monitor expected communications and identify changes.

After the fingerprint is accepted, Sophia continues to monitor and capture conversations 
and generates an alarm on any conversation that is not a part of the system fingerprint.
The user then analyzes the alarm with three choices:

• Add it to the white-list (fingerprint) – the  conversation is valid.
• Add it to the black-list – not required for  system operation, always alarm.
• Or do nothing and leave it on the ‘to be evaluated gray-list’



Software / Firmware Inventory Hash



WhiteScope Configuration Analysis



WhiteScope Whitelist Products

https://validate.whitescope.io/



WhiteScope Whitelist Firmware

https://validate.whitescope.io/static/firmware.html



• Stand-alone Software application

• Self-assessment using recognized standards

• Tool for integrating cybersecurity into existing 
corporate risk management strategy 

CSET Download:
www.ics-cert.us-cert.gov/Downloading-and-Installing-CSET

DHS CSET



CSET Process



Design and Network Component Selection



Network Diagrams



GrassMarlin Plug-In

Working with other products to get Visio import templates 



Mode Selection



Security Assurance Level Selection



FIPS 199 SAL Guidance



FIPS 199 SAL Impact Levels
The potential impact is LOW if—
− The loss of confidentiality, integrity, or availability could be expected to have a limited adverse
effect on organizational operations, organizational assets, or individuals. 
AMPLIFICATION: A limited adverse effect means that, for example, the loss of confidentiality, integrity, or 
availability might: (i) cause a degradation in mission capability to an extent and duration that the 
organization is able to perform its primary functions, but the effectiveness of the functions is noticeably 
reduced; (ii) result in minor damage to organizational assets; (iii) result in minor financial loss; or (iv) 
result in minor harm to individuals.

The potential impact is MODERATE if—
− The loss of confidentiality, integrity, or availability could be expected to have a serious adverse effect 
on organizational operations, organizational assets, or individuals.
AMPLIFICATION: A serious adverse effect means that, for example, the loss of confidentiality, integrity, 
or availability might: (i) cause a significant degradation in mission capability to an extent and duration that 
the organization is able to perform its primary functions, but the effectiveness of the functions is 
significantly reduced; (ii) result in significant damage to organizational assets; (iii) result in significant 
financial loss; or (iv) result in significant harm to individuals that does not involve loss of life or serious life 
threatening injuries.

The potential impact is HIGH if—
− The loss of confidentiality, integrity, or availability could be expected to have a severe or catastrophic 
adverse effect on organizational operations, organizational assets, or individuals.
AMPLIFICATION: A severe or catastrophic adverse effect means that, for example, the loss of 
confidentiality, integrity, or availability might: (i) cause a severe degradation in or loss of mission 
capability to an extent and duration that the organization is not able to perform one or more of its primary 
functions; (ii) result in major damage to organizational assets; (iii) result in major financial loss; or (iv) 
result in severe or catastrophic harm to individuals involving loss of life or serious life threatening injuries.



FIPS SAL Information Types



FIPS 199 SAL Answer Questions



FIPS 199 SAL Special Factors



Cybersecurity Standard Selection



Questions – Family, Detail, Info



System Security Plan



3. How to Use These TTP 
This ACI TTP is divided into essentially four 
sections: 

• ACI TTP Concepts (chapters 2 through 4) 
• Threat-Response Procedures 

(Detection, Mitigation, Recovery) 
(enclosures A, B, and C) 

• Routine Monitoring of the Network and 
Baselining the Network (enclosures D 
and E) 

• Reference Materials (enclosures F 
through I and appendix A through D) 

ACI TTP for DoD ICS

The scope of the ACI TTP includes all DoD ICS. DoD ICS, which include 
supervisory control and data acquisition (SCADA) systems, distributed 
control systems (DFRCS), and other control system configurations, such as skid-
mounted programmable logic controllers (PLC) are typical configurations found 
throughout the DoD. ICS are often used in the DoD to manage sectors of critical 
infrastructure such as electricity, water, wastewater, oil and natural gas, and 
transportation.



TTP ‘s Apply to IT and OT

The Tactics, Techniques and Procedures can be used by any organization and apply 
to:

Information Technology (IT) Systems – Business and Home
Operational Technologies (OT) Systems – Any Kind (Utility, Building, 
Environmental, Medical, Logistics, Transportation, Weapons, etc.)

The tools that will be used are almost all open source and free to use (premium or 
business versions are modestly priced)

• Segment and VLAN IT and OT networks; DMZ’s with gateways and/or 
firewalls

• Separate the OS and OT data ( C: OS and D: OT data), enable BitLocker on 
OT drive



Threat-Response Procedures

b. Threat-Response Procedures (Detection, Mitigation, and Recovery). 

Detection Procedures (enclosure A) are designed to enable ICS and IT 
personnel to identify malicious network activity using official 
notifications or anomalous symptoms (not attributed to hardware or 
software malfunctions). While the TTP prescribes certain functional areas in 
terms of ICS or IT, in general each section is designed for execution by the 
individuals responsible for the operations of the equipment, regardless of 
formal designations. Successful Detection of cyber anomalies is best 
achieved when IT and ICS managers remain in close coordination. The 
Integrity Checks Table (enclosure A, section A.3, table A.3.1) lists the 
procedures to use when identifying malicious cyber activity. 



Baselining and Routine Monitoring

Baselining and Routine Monitoring of the Network. 

Before the ACI TTP are adopted, ICS and IT managers should establish 
what a FMC network is as it pertains to their specific installations and 
missions. The ACI TTP defines FMC as a functional recovery point for 
both the ICS and the SCADA. Once this is defined, ICS and IT managers 
should capture the FMC condition of their network entry points (e.g., firewalls, 
routers, remote access terminals, wireless access points, etc.), network 
topology, network data flow, and machine/device configurations, then store 
these in a secure location. This information should be kept under 
configuration management and updated every time changes are made to 
the network. This information forms the FMC baseline. The FMC baseline is 
used to determine normal operational conditions versus anomalous 
conditions of the ICS. 



Detection, Mitigation, Recovery Overview

Navigating Detection, Mitigation, and Recovery Procedures

Detection, Mitigation, and Recovery Procedures are contained within 
enclosures A through C. While Detection Procedures lead to Mitigation 
Procedures, and Mitigation Procedures lead to Recovery Procedures, 
each enclosure can also be executed as a stand-alone resource as well as 
be incorporated into local procedures. The following is an overview for 
navigating the Detection, Mitigation, and Recovery portions of the TTP.



Detection, Mitigation, Recovery Overview



E.2. FMC Baseline Overview

E.2. FMC Baseline Overview

a. Before the ACI TTP can be executed, operators should have several 
system characteristics documented. This documentation forms the 
system’s current FMC baseline. Documenting the FMC baseline does not 
imply the system may not already have an adversary present. In fact, many 
systems might have an adversary present. If an adversary is present, and that 
adversary is lying in wait, if the adversary moves laterally or attempts to 
communicate or otherwise initiate an exploit (and eventually the adversary will), 
the ACI TTP is designed to Detect that type of movement by comparing system 
characteristics to its baseline.

b. This section provides specific details for developing the FMC baseline of an 
ICS. The FMC Baseline establishes normal ICS behavior. During Routine 
Monitoring and the Detection Phase of the ACI TTP, normal behaviors are 
compared to observed behaviors. If observed behaviors deviate from normal 
behaviors, these are either by design (approved and intentional) or anomalous 
(unapproved, unintentional, not communicated, or nefarious).



E.4. FMC Baseline Instructions

The ICS Topology Diagram describes which devices are located at which 
locations and how they connect. Generating an ICS Topology Diagram is 
accomplished using automated tools specifically designed for ICS in conjunction 
with manual “walk through” or simply using a manual “walk through” and 
inventory information or schematics if automated tools are not available.

a. Capture Assets

If you are using a network scanner, such as NMap (using SCADA script) or 
Nessus (with SCADA Plugin) or another tool that can provide an enumeration of 
live hosts on SCADA, scan your network to identify live assets.

(1) Most scanning tools do not capture the location of devices that are not 
active. These devices are located when validating the active device list.

(2) If a scanning tool is not available, use existing ICS documentation (inventory 
lists and schematics) to capture a list of assets deployed in the ICS.

E.4. FMC Baseline Instructions



E.5. FMC Baseline Creation: ICS Enclave Entry Points

What you will need:

1. ICS Topology.
2. FMC Baseline Documents binder
3. Vendor documentation or Help web pages for devices being listed in the table.

a. From the next page, extract Table E-1: ICS Enclave Entry Points (make as 
many copies as needed). Insert this table (and copies) into FMC Baseline 
Documents binder.

b. Use the ICS topology to identify all devices that provide entry to the ICS 
enclave from external networks. This can be a router or firewall connecting the 
command’s enterprise, virtual private network (VPN) connections (possibly 
connecting to an engineering workstation), wireless connections, and any asset 
vendors use to connect from corporate locations to the ICS.

E.5. FMC Baseline Creation: Enclave



F.1. Jump-Kit Introduction

a. Description. A Recovery Jump-Kit contains the tools the ICS team and IT 
team will need to restore a system to its last FMC state during Mitigation and 
Recovery. Knowing what the Recovery point should be is the key to ensuring 
all known remnants of an attack have been removed from all components of 
the ICS. This means all hardware and software are configured in accordance 
with operational requirements, and checksums and hashes are in 
conformance with vendor specifications.

b. Key Components

(1) Routine Monitoring
(2) Inspection
(3) Identification of adversarial presence
(4) Documentation
(5) Notifications

c. Prerequisites. FMC baseline

F.1. Jump-Kit Introduction



F.2. Jump-Kit Contents

a. Overview

(1 ) The Jump-Kit is a critical tool for the Recovery phase. In addition to
containing the operating software for all devices, it also contains the 
software hashes of the devices on the network and the firmware and 
software updates for all system devices.

(2) During Recovery, the Jump-Kit will be utilized to reimage the 
firmware/software
operating on the affected device. Care shall be used when the Jump-Kit 
machine is
used for the reinstallation/reimaging potentially infected devices. The malware
residing on the device, which is being reimaged, could manifest itself onto the 
Jump-Kit machine, which could then re-infect other system devices when 
reconnected.

F.2. Jump-Kit Contents



(3) Due to this potential back door access for malware, ensure that the 
Jump-Kit machine is connected only to network devices that are 
completely isolated from the network. Additionally, the Jump-Kit should be 
write-protected and/or operating in a virtual environment. Virus scans are 
performed after connection to each device.

(4) The ICS Jump-Kit and the IT Jump-Kit can be combined or be 
separate depending on the environment and system architecture. In general, 
a Recovery Jump-Kit should include the following:

Jump-Kit Contents: Documentation

• Incident Notifications List: document contact information for command’s 
Information Assurance Manager

• Document stakeholders who could be affected by a Cyber attack on ICS
• Establish notification procedures with chain of command

F.2. Jump-Kit Contents



F.3. Jump-Kit Maintenance

The Jump-Kits must be maintained and be a part of configuration 
management. When configuration files or new versions of operating 
systems or applications are updated, the Jump-Kits need to be updated 
as well.

F.4. Jump-Kit Rescue CD

The Rescue CD is a bootable CD with tools, rootkit detection, master boot 
record check, and other capabilities

F.3. Jump-Kit Maintenance F.4. Rescue CD



ENCLOSURE G: DATA COLLECTION FOR FORENSICS
G.1. Data Collection for Forensics Introduction

a. Description. Data collection for forensics involves the acquisition of volatile 
and nonvolatile data from a host, a network device, and ICS field controllers. 
Memory acquisition involves copying the contents for volatile memory to 
transportable, non-volatile storage. Data acquisition is copying non-volatile data 
stored on any form of media to transportable, non-volatile storage. 

b. Key Components

(1) Volatile memory
(2) Non-volatile data
(3) Collection
(4) Documentation
(5) Notifications

c. Prerequisites
(1) Administrative tools for acquisition
(2) Storage devices to capture and transport evidence

ENCLOSURE G: FORENSICS



G.3. Data Collection Tools

• Mandiant Redline
• Mandiant Memoryze
• Microsoft SysInternals
• Microsoft Windows system utilities
• Linux system utilities
• Glasswire
• OSForensics
• RegRipper
• Belarc

G.3. Data Collection Tools



OS Forensics Recent Activity



OS Forensics System Information



Coordination of Cyber Incident Management
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The legacy nature and somewhat 
diverse or disparate component aspects 
of control systems environments can often 
prohibit the smooth translation of
modern forensics analysis into the control 
systems domain. Compounded by a
wide variety of proprietary technologies 
and protocols, as well as critical system
technologies with no capability to store 
significant amounts of event 
information, the task of creating a 
ubiquitous and unified strategy for 
technical cyber forensics on a control 
systems device or computing resource 
is far from trivial.

DHS Cyber Forensics Plans



DHS Control Systems Forensics



The basic framework for any investigation, as it pertains to the 
identification and collection of digital evidence (whether it is in the 
control systems environment or not) will have several core components 
or elements that must be adhered to by any investigator. To ensure the 
investigator has a concise and effective framework for executing a 
forensics program in a control systems environment, the following 
traditional forensics elements will be examined and the uniqueness of a 
control systems environment and the impacts on these elements will be 
discussed. These elements are:

• Reference clock system
• Activity logs and transaction logs
• Other sources of data
• General system failures
• Real time forensics
• Device integrity monitoring
• Enhanced all-source logging and auditing

DHS Control Systems Forensics Framework



US-CERT Incident Reporting System

http://www.dhs.gov/how-do-i/report-cyber-incidents



US-CERT Incident Reporting System

https://www.us-cert.gov/forms/report



The Cybersecuring Control Systems Workshop is geared to help architects, engineers, 
contractors, owners, facility managers, maintenance engineers, physical security specialists, 
information assurance professionals—essentially anyone involved with implementing 
cybersecurity in the Control System (CS) life cycle—to learn the best practice techniques to 
better protect their CS. The workshop provides a combination of classroom learning modules 
to teach control system basics, protocols, how to use the NIST Risk Management Framework 
and the Cybersecurity of Facility-Related Control Systems Design Guidance, and hands-on 
laboratory exercises using tools and methods to inventory, diagram, identify, attack, defend, 
contain, eradicate and report a cyber event/incident. This includes understanding and 
practicing hacker and defender techniques for footprinting, scanning and enumeration, 
exploitation, and post exploitation clean up and maintain persistence. Attendees will see how 
hackers use exploit tools to gain entrance into the control system, pivot through the network, 
establish beacon command and control channels, modify logs to mask presence, and exfiltrate 
data. Attendees will also learn how to use the Advanced Control System Tactics, Techniques, 
and Procedures (TTPs) developed by the U.S. Cyber Command (USCYBERCOM) to create a 
Recovery Jump-Kit to find and eradicate malware and exploits using tools such as 
MalwareBytes, Microsoft Internals Suite, and OSForensics to perform data collection for 
forensics.

http://www.pmcgroup.biz/services/cybersecurityworkshops.html

Cybersecuring Control Systems Workshop



QUESTIONS

Michael Chipley
President, The PMC Group LLC
Cell: 571-232-3890
E-mail: mchipley@pmcgroup.biz

Eric Nickel
Director Technical Solutions
Cell: 703-589-7849 
E-mail: enickel@chinooksystems.com


